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1) The following set of vectors S span R* but S is not a basis for R*:

1 0 1 1 2 2
2 ~1 1 0 3 2

S:{ ol | r| |1 1]]t }
-1 3 0 2 1

Remove some vectors from S such that remaining set is a basis for R%.

1 30 -1 0

. : . : 3 91 -2 =2

2) Find a basis for nullspace, rank and nullity of the matrix A = 0 01 1 -2
4 12 2 -2 —4

3) Use Gram-Schmidt orthogonalization process to obtain an orthonormal basis for span(S):

1 —1 2
0 4 10
5= { 0’ 2 |7 5 }
2 3 4
-9 0 -10
4) Find eigenvalues and eigenvectors of the matrix A = 2 1 2
5 0 6

1 4
5)LetB:{4 1].

a) Find an orthogonal matrix P that diagonalizes B.

b) Find B°.



Answers

1) Consider the matrix A whose columns are vectors in S:

1 0112 2
2 -1 10 3 2
0 11111
-1 4 30 21

After row operations, we obtain the REF (Row-Echelon Form) as:

1011 2 2
011212
0001O01
0 00O0O0°1

The positions of leading 1's give us the basis vectors. In other words, we have to choose the first, second,,
fourth and sixth vectors to form a basis:

1 0 1 2
2 -1 0 2

{ 0" 1’171}
-1 4 0 1

2) After row operations, we obtain the RREF (Reduced Row-Echelon Form) of the matrix as:

1 3 0 —1 0
0 01 1 -2 N T1+3x3—x4 = 0
0 0O 0 0 ZE3+$4—2$5 = 0
000 0 O

There are 3 leading 1's, therefore rank of A is 2.
There are 3 free parameters (9, x4, 25) in the solution of AT = 6> therefore the nullity of A is 3.

The solution to homogeneous equation is: 1 = —3xy + x4, x3 = —x4 + 2x5. Therefore a basis for
nullspace is:

—N
OO O =W
|
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— o N OO
H—/



3) The given vectors are:

Let's use the Gram-Schmidt process:

After normalization, we obtain:

— O O A
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A+9 0 10
4) det(\] —A) =0 = —2 A-1 -2 |=0
5 0 A—6

Characteristic equation is:
(A—l)[(k+9)()\—6)+50} )
(A—1)[A2+3A—4} — 0
(A—1)2(A+4) = 0

Eigenvalues are: \; = 1 (double root) and Ay = —4.

[ ] /\1 =1
10+ 10z = O
—2rxr—2z = 0
—bSr—>5y = 0
Note that all three equations are the same. y and z are free parameters and x = —z.

We can find two linearly independent eigenvectors:

0 1
F{ =11 and Ug = 0
0 —1
[ ] /\2 = —4
5r+ 10z = 0
—2rx—>5y—2z = 0
—br—10z = 0
. 2 .
We can easily see that x = —2z and y = gz A solution is:
—10
v} = 2

5



A—-1 —4
5) a) [\ — B| =0 ’ 4 A_1‘:0
M—2A-15=0 = A-5A\+3)=0
Eigenvalues are: A =5 and A = —3.
e \=5
dr —4y = 0 = An eigenvector is: Ui:[i}
—dr+4y = 0
e \=-3
—4r —4y = 0 = An eigenvector is: 72:{_1]
—4dr—4y = 0
o . . 111 1
After normalization, we obtain the orthogonal matrix as: P = — }
V21l —1
171 1
-1 _ _
griope L]l 1]
111 1 14111 1
_ p-1 _ i
A T I A R

B _ pagp_ L[ 1 5 0111 1
B V21 -1 0 —3° 1 -1

-3 59+3
50 +37 50— 3




